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Computing with Language: 
Simple Statistics

 Goal
• Use automatic methods to find characteristic 

words and expressions of a text. 
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Introduction
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 Use FreqDist to find the 50 most frequent 
words of Moby Dick. 
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Frequency Distributions

 Generate a cumulative frequency plot for 
the words produced in the last example.
>>> fdist1.plot(50, cumulative=True)
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Frequency Distributions



CS372 Spring 2013 2013-03-07

KAIST 4

2013-03-07 CS372: NLP with Python 7

 Use fdist1.hapaxes() to view the words that 
occur only once. 
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Frequency Distributions
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 Find the words from the vocabulary of the 
text that are more than 15 characters long. 
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Fine-Grained Selection of Words

 Find frequently occurring long words. 
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Fine-Grained Selection of Words
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 Extract from a text a list of word pairs, also 
known as bigrams. 
>>> bigrams([‘more’, ‘is’, ‘said’, ‘than’, ‘done’])

 Find bigrams that occur more often than 
we would expect based on the frequency of 
individual words. 
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Collocations and Bigrams
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Collocations and Bigrams



CS372 Spring 2013 2013-03-07

KAIST 7

2013-03-07 CS372: NLP with Python 13

Counting Other Things

 Conditionals

 Operating on Every Element

 Nested Code Blocks

 Looping with Conditions
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Back to Python: 
Making Decisions and Taking Control
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 Use numerical comparison operators, such 
as <, <=, ==, |=, >, and >=, to select 
different words from a sentence of news 
text. 
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Conditionals

 Test various properties of words using the 
functions such as s.startswith(t), 
s.endswith(t), t in s, s.islower(), s.isupper(), 
s.isalpha(), s.isalnum(), s.isdigit(), 
s.istitle(). 
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Conditionals
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 Count items other than words.
>>> [len(w) for w in text1]
[1, 4, 4, 2, 6, 8, 4, 1, 9, …]
>>> [w.upper() for w in text1]
[‘[‘, ‘MOBY’, ‘DICK’, ‘BY’, ‘HERMAN’, ‘MELVILLE’, 
‘1851’, …]
>>> len(text1)
>>> len(set(text1))
>>> len(set([word.lower() for word in text1]))
>>> len(set([word.lower() for word in text1 if 
word.isalpha()]))
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Operating on Every Element
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Nested Code Blocks
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 Combine the if and for statements.
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Looping with Conditions

 Create a list of cie and cei words, and loop 
over each item and print it. 
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Looping with Conditions
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 Word Sense Disambiguation

 Pronoun Resolution

 Generating Language Output

 Machine Translation

 Spoken Dialogue Systems

 Textual Entailment
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Automatic Natural Language 
Understanding

 “He served a dish.”
• serve: help with food or drink; hold an office; 

put ball into play

• dish: plate; course of a meal; communications 
device

 “the book by Chesterton”, “the cup by the 
stove”, “submit by Friday”
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Word Sense Disambiguation
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 Interpret the meaning of by with the 
meaning of the italicized word:
• The lost children were found by the searchers.

(agentive)

• The lost children were found by the mountain. 
(locative)

• The lost children were found by the afternoon. 
(temporal)
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Word Sense Disambiguation

 Determine what was sold, caught, and 
found.
• The thieves stole the paintings. They were 

subsequently sold.

• The thieves stole the paintings. They were 
subsequently caught.

• The thieves stole the paintings. They were 
subsequently found. 
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Pronoun Resolution
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 Question answering
• Text: … The thieves stole the paintings. They 

were subsequently sold. …

• Human: Who or what was sold?

• Machine: The paintings.
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Generating Language Output

 Machine translation and word sense
• The thieves stole the paintings. They were 

subsequently found. 

• Les voleurs ont volé les peintures. Ils ont été
trouvés plus tard. (the thieves)

• Les voleurs ont volé les peintures. Elles ont été
trouvées plus tard. (the paintings)
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Generating Language Output
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Machine Translation
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Machine Translation
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 Example dialogue
• S: How may I help you?

• U: When is Saving Private Ryan playing?

• S: For what theatre?

• U: The Paramount theater.

• S: Saving Private Ryan is not playing at the 
Paramount theater, but it’s playing at the 
Madison theater at 3:00, 5:30, 8:00, and 
10:30. 
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Spoken Dialogue Systems

 Find evidence to support the hypothesis.
• Hypothesis: Sandra Goudie was defeated by 

Max Purnell. 

• Text: Sandra Goudie was first elected to 
Parliament in the 2002 elections, narrowly 
winning the seat of Coromandel by defeating 
Labour candidate Max Purnell and pushing 
incumbent Green MP Jeanette Fitzsimons 
into third place. 
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Textual Entailment
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 Computing with Language: Simple 
Statistics
• Introduction, Frequency Distributions, Fine-

Grained Selection of Words, Collocations and 
Bigrams, Counting Other Things

 Back to Python: Making Decisions and 
Taking Control
• Conditionals, Operating on Every Element, 

Nested Code Blocks, Looping with Conditions
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Summary

 Automatic Natural Language 
Understanding
• Word Sense Disambiguation, Pronoun 

Resolution, Generating Language Output, 
Machine Translation, Spoken Dialogue 
Systems, Textual Entailment
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Summary


